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* The requirements of homework:
* Test the algorithm on at least 2 Datasets
* Implement the Apriori Algorithm and FP-growth
* The output of program must include the Frequent Patterns and Rules
* Hand in the analysis report

In this project, I tried to implement Apriori Algorithm and FP-growth. There are two attachments of this project, one is the implementation of Apriori Algorithm, and the other is the implementation of FP-growth. I used the data generated by IBM Quest Synthetic Data Generator, to test the performance of the program. The implementation and performance of the two algorithms will be detailed in the following part.

Figure 1 shows the steps of Association Analysis. First, we have to import and reshape the data from a .csv file. We delete the sets which supports are lower than the minimum support, and then get the frequent set. After getting frequent rules, we can generate the association rules.

|  |
| --- |
| Fig. 1 The flow chart of Association Analysis |

1. Apriori Algorithm

Figure 2 shows step “Get Frequent Set” of Apriori Algorithm. First, we delete the items which support lower than minimum support. And use the rest items to generate a bigger set. Repeat these steps until the rest items less than 1, then we can get the frequent items of this data.

|  |
| --- |
| Fig. 2 The process “Get Frequent Set” of Apriori Algorithm |

Figure 3 shows step “Generate Rules” of Apriori Algorithm. And I realize it by implement recursion function. First, I only choose an item from the frequent set to be the predicted set, and then calculate the confidence of the rule. If the confidence of the rule higher than minimum confidence, then another item in the frequent set will be added to be the predicted item. Repeat the steps until the confidence of the rule lower than the minimum confidence.

|  |
| --- |
| Fig. 3 The process of “Generate Rules” |
| Fig.4 Generate Rules by using Apriori algorithm |
|  |

1. FP-growth Algorithm

Figure 5 shows the process of FP-growth algorithm. After getting the pattern base of each item, I calculate the supports of the items in pattern base. And I generate the combinations of the item to get the frequent sets. In this project, I use Apriori algorithm to generate the rules after getting frequent sets by FP-growth.

|  |
| --- |
| Fig.5 The process “Get Frequent Set” of FP-growth algorithm |

1. Experiment Result

As shown in the following figure, the result of the experiment shows that the performance of the Apriori algorithm is better than the FP-growth. I think I didn’t do well on practicing FP-growth algorithm.

1. High support, high confidence (min\_support=400, min\_cofidence=0.5)

* testdata.csv

Time to find the frequent sets:

Apriori Algorithm: 1.43550705909729sec

FP-growth Algorithm: 1.2936785221099854sec

|  |
| --- |
| Fig.6 Frequent sets of high support, high confidence in testdata |
| Fig.7 Rules of high support, high confidence in testdata |

* testdata2.csv

Time to find the frequent sets:

Apriori Algorithm: 2.847632646560669 sec

FP-growth Algorithm: 4.545107364654541 sec

|  |
| --- |
| Fig.8 Frequent sets of high support, high confidence in testdata2 |
| Fig.9 Rules of high support, high confidence in testdata2 |

1. High support, low confidence (min\_support=400, min\_coffidence=0.1)

* testdata.csv

Time to find the frequent sets:

Apriori Algorithm: 1.43550705909729sec

FP-growth Algorithm: 1.2936785221099854sec

|  |
| --- |
| Fig.10 Frequent sets of high support, low confidence in testdata |
| Fig.11 Rules of of High support, low confidence in testdata |

* testdata2.csv

Time to find the frequent sets:

Apriori Algorithm: 2.847632646560669 sec

FP-growth Algorithm: 4.545107364654541 sec

|  |
| --- |
| Fig.12 Frequent sets of high support, low confidence in testdata2 |
| Fig.13 Rules of high support, low confidence in testdata2 |

1. Low support, low confidence (min\_support=100, min\_coffidence=0.1)

* testdata.csv

Time to find the frequent sets:

Apriori Algorithm: 2.565826416015625sec

FP-growth Algorithm: 4.4978346824646sec

|  |
| --- |
| Fig.14 Frequent sets of low support, low confidence in testdata |
| Fig.15 Rules of low support, low confidence in testdata |

* testdata2.csv

Time to find the frequent sets:

Apriori Algorithm: 18.514791011810303 sec

FP-growth Algorithm: 305.7357885837555sec

|  |
| --- |
| Fig.16 Frequent sets of low support, low confidence in testdata2 |
| Fig.17 Rules of low support, low confidence in testdata2 |

1. Low support, high confidence (min\_support=100, min\_coffidence=0.5)

* testdata.csv

Time to find the frequent sets:

Apriori Algorithm: 2.565826416015625sec

FP-growth Algorithm: 4.4978346824646sec

|  |
| --- |
| Fig.10 Frequent sets of low support, high confidence in testdata |
| Fig.10 Rules of low support, high confidence in testdata |

* testdata2.csv

Time to find the frequent sets:

Apriori Algorithm: 18.514791011810303 sec

FP-growth Algorithm: 305.7357885837555sec

|  |
| --- |
| Fig.11 Frequent sets of low support, high confidence in testdata2 |
| Fig.12 Rules of low support, high confidence in testdata2 |

1. Experience

I’m a beginner of Python, I used to program in C & C++. I spend lots of time to learn how to program in Python style. After doing the homework, I got lots of strategy of programing in Python style. Also, I understand association analysis more.